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#### Abstract

Multiplicative analogues of the shuffle elements of the braid group rings are introduced; in local representations they give rise to certain graded associative algebras (b-shuffle algebras). For the Hecke and BMW algebras, the (anti)symmetrizers have simple expressions in terms of the multiplicative shuffles. The (anti)-symmetrizers can be expressed in terms of the highest multiplicative 1 -shuffles (for the Hecke and BMW algebras) and in terms of the highest additive 1 -shuffles (for the Hecke algebras). The spectra and multiplicities of eigenvalues of the operators of the multiplication by the multiplicative and additive 1 -shuffles are examined.


PACS number: 02.10.Hh
Mathematics Subject Classification: 81R50, 16W30, 16W35, 17B37

## 1. Braid shuffles

In this section we collect some necessary information on shuffle elements in the braid group rings.

In the Artin presentation, the braid group $B_{M+1}$ is given by generators $\sigma_{i}, 1 \leqslant i \leqslant M$, and relations

$$
\begin{array}{lll}
\sigma_{i} \sigma_{j} \sigma_{i}=\sigma_{j} \sigma_{i} \sigma_{j} & \text { if } & |i-j|=1 \\
\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i} & \text { if } & |i-j|>1 \tag{2}
\end{array}
$$

The inductive limit $B_{\infty}=\xrightarrow{\lim } B_{M}$ is defined by inclusions $B_{M} \rightarrow B_{M+1}, B_{M} \ni \sigma_{i} \mapsto \sigma_{i} \in$ $B_{M+1}, i=1, \ldots, M-1$.

We denote $w^{\uparrow \ell}$, as in [28], the image of an element $w \in B_{\infty}$ under the endomorphism of $B_{\infty}$, sending $\sigma_{i}$ to $\sigma_{i+\ell}, i=1,2, \ldots$ (we keep the same notation for the Hecke and BMW quotients of the braid group rings).

[^0]Braid shuffle elements $\amalg_{m, n}\left(m, n \in \mathbb{Z}_{\geqslant 0}\right)$ are analogues of the binomial coefficients. The shuffle elements belong to the group ring of $B_{m+n}$ (and thereby of $B_{\infty}$ ); they can be defined inductively by any of the recurrence relations (braid analogues of the Pascal rule)

$$
\begin{align*}
Ш_{m, n} & =Ш_{m-1, n}+Ш_{m, n-1} \sigma_{m+n-1} \cdots \sigma_{n}  \tag{3}\\
Ш_{m, n} & =Ш_{m, n-1}^{\uparrow 1}+Ш_{m-1, n}^{\uparrow 1} \sigma_{1} \cdots \sigma_{n} \tag{4}
\end{align*}
$$

together with the boundary conditions $\amalg_{0, n}=1$ and $\amalg_{n, 0}=1$ for any non-negative integer $n$.

Let $\Sigma_{n}$ be the lift [23] of the symmetrizer $\sum_{g \in S_{n}} g$ from the symmetric group ring $\mathbb{Z}_{n}$ to $\mathbb{Z} B_{n}$. The element $\Sigma_{n}$ is the braid analogue of $n!$; it satisfies

$$
\begin{equation*}
\Sigma_{m+n}=Ш_{n, m} \Sigma_{m} \Sigma_{n}^{\uparrow m} \tag{5}
\end{equation*}
$$

Using the automorphism $\mathfrak{a}$ and the anti-automorphism $\mathfrak{b}, \mathfrak{b}(x y)=\mathfrak{b}(y) \mathfrak{b}(x)$, of the braid group $B_{n+1}$, defined on the generators by

$$
\begin{equation*}
\mathfrak{a}: \sigma_{i} \mapsto \sigma_{n+1-i}, \quad \mathfrak{b}: \sigma_{i} \mapsto \sigma_{i} \tag{6}
\end{equation*}
$$

and their composition, one obtains three more decompositions of $\Sigma$.
Higher shuffles (braid analogues of the trinomial, etc coefficients) appear in the further decompositions of the elements $\Sigma_{n}$

$$
\Sigma_{m+n+k}=\left\{\begin{array}{l}
Ш_{n+k, m} \Sigma_{m} \Sigma_{n+k}^{\uparrow m}=Ш_{n+k, m} Ш_{k, n}^{\uparrow m} \Sigma_{m} \Sigma_{n}^{\uparrow m} \Sigma_{k}^{\uparrow m+n},  \tag{7}\\
Ш_{k, m+n} \Sigma_{m+n} \Sigma_{k}^{\uparrow m+n}=Ш_{k, m+n} Ш_{n, m} \Sigma_{m} \Sigma_{n}^{\uparrow m} \Sigma_{k}^{\uparrow m+n} .
\end{array}\right.
$$

Due to the existence of a (one-sided) order on the braid groups [5], the braid group rings $\mathbb{Z} B_{n}$ have no zero divisors. Equating the two expressions for $\Sigma_{m+n+k}$ in (7) and simplifying, one finds

$$
\begin{equation*}
Ш_{n+k, m} Ш_{k, n}^{\uparrow m}=Ш_{k, m+n} Ш_{n, m} . \tag{8}
\end{equation*}
$$

A direct verification of (8) is a good exercise. Any of the expressions in (8) is the braid trinomial coefficient $\amalg_{k, n, m}$. The element $\Sigma_{n}$ is the shuffle $\amalg_{1,1, \ldots, 1}$.

We shall later use the following identity:

$$
\begin{equation*}
Ш_{1, n-1} Ш_{1, n-2} \cdots Ш_{1, n-k}=Ш_{k, n-k} \Sigma_{k}^{\uparrow n-k}, \tag{9}
\end{equation*}
$$

which is verified by induction. For $k=1$ there is nothing to prove. The induction step uses (8) and then (5)

$$
\begin{align*}
Ш_{k, n-k} \Sigma_{k}^{\uparrow n-k} Ш_{1, n-k-1} & =Ш_{k, n-k} Ш_{1, n-k-1} \Sigma_{k}^{\uparrow n-k} \\
& =Ш_{k+1, n-k-1} Ш_{k, 1}^{\uparrow n-k-1} \Sigma_{k}^{\uparrow n-k}=Ш_{k+1, n-k-1} \Sigma_{k+1}^{\uparrow n-k-1} . \tag{10}
\end{align*}
$$

Shuffle elements find numerous applications in the theories of free Lie algebras, polylogarithms and multiple zeta values, Hopf algebras, differential calculus on quantum groups, homology of quantum Lie algebras, braidings of tensor spaces, etc [29, 3, 26, 1, 30, $34,15,8,9]$.

## 2. B-shuffle algebras

In this section we recall the definition of the Nichols-Woronowicz algebras and construct, with the help of the baxterized elements, another family of graded associative algebras in the tensor spaces of local representations of the braid groups.
(1) Let $V$ be a vector space over a field $\mathfrak{k}$. For an operator $X \in \operatorname{End}\left(V^{\otimes j}\right)$ we denote by the same symbol the operator $X \otimes \operatorname{Id}^{\otimes l} \in \operatorname{End}\left(V^{\otimes(j+l)}\right)$ for any $l \in \mathbb{Z}_{\geqslant 0} ; X^{\uparrow l}$ denotes the operator $\mathrm{Id}^{\otimes l} \otimes X \in \operatorname{End}\left(V^{\otimes(j+l)}\right)$.

Let $\left\{\mathcal{T}_{m, n}\right\}_{m, n \in \mathbb{Z} \geqslant 0}$ be a collection of operators, $\mathcal{T}_{m, n} \in \operatorname{End}\left(V^{\otimes(m+n)}\right)$, such that

$$
\begin{equation*}
\mathcal{T}_{n+k, m} \mathcal{T}_{k, n}^{\uparrow m}=\mathcal{T}_{k, m+n} \mathcal{T}_{n, m} \quad \forall m, n, k \in \mathbb{Z}_{\geqslant 0} \tag{11}
\end{equation*}
$$

For tensors $u \in V^{\otimes m}$ and $v \in V^{\otimes n}$ let

$$
\begin{equation*}
u \odot v:=\mathcal{T}_{n, m}(u \otimes v) \in V^{\otimes(m+n)} \tag{12}
\end{equation*}
$$

Due to (11), the space $\bigoplus_{j} V^{\otimes j}$ with the composition law $\odot$ is an associative graded algebra. Assume, in addition, that

$$
\begin{equation*}
\mathcal{T}_{m, 0}=\mathrm{Id} \quad \text { and } \quad \mathcal{T}_{0, m}=\mathrm{Id} \quad \forall m \in \mathbb{Z}_{\geqslant 0} \tag{13}
\end{equation*}
$$

(then $1 \in \mathfrak{k} \equiv V^{\otimes 0}$ is the identity element of the algebra). By (11) and (13), the following collection $\left\{\mathcal{S}_{m}\right\}_{m \in \mathbb{Z} \geqslant 0}$ of operators, $\mathcal{S}_{m} \in \operatorname{End}\left(V^{\otimes m}\right)$ :
$\mathcal{S}_{0}=\mathrm{Id}, \quad \mathcal{S}_{1}=\mathrm{Id}, \quad \mathcal{S}_{m+n}=\mathcal{T}_{n, m} \mathcal{S}_{m} \mathcal{S}_{n}^{\uparrow m} \quad \forall m, n \in \mathbb{Z}_{\geqslant 0}$,
is well defined. The operation $\odot$ restricts on $\bigoplus_{j} \operatorname{Im}\left(\mathcal{S}_{j}\right)$, the direct sum of images of the operators $\mathcal{S}_{j}$, making it an associative graded algebra as well.

Let $\hat{R} \in \operatorname{End}(V \otimes V)$ be a solution of the Yang-Baxter equation, that is, $\hat{R} \hat{R}^{\uparrow 1} \hat{R}=$ $\hat{R}^{\uparrow 1} \hat{R} \hat{R}^{\uparrow 1}$. Denote by $\rho_{\hat{R}}$ the corresponding local representation of the braid groups $B_{n}, \rho_{\hat{R}}\left(\sigma_{i}\right):=\hat{R}^{\uparrow(i-1)}$. Then the collection $\mathcal{T}_{m, n}:=\rho_{\hat{R}}\left(\amalg_{m, n}\right)$ obeys (11) and (13). The space $\bigoplus_{j} \operatorname{Im} \rho_{\hat{R}}\left(\Sigma_{j}\right)$ with the composition law $\odot$ is called the Nichols-Woronowicz algebra.
(2) The braid group rings admit a family of automorphisms $\sigma_{i} \mapsto t \sigma_{i}$, where $t \in \mathfrak{k}^{*}$ is an arbitrary parameter. The formal limits $\lim _{t \rightarrow 0}$ (the lowest power in $t$ ) and $\lim _{t \rightarrow \infty}$ (the highest power in $t$ ) of the elements $\Sigma_{m}, \amalg_{m, n}$ and the operation $\odot$ are well defined. For $t \rightarrow 0$ we obtain the usual tensor algebra, while for $t \rightarrow \infty$ the element $\Sigma_{n+1}$ becomes the lift of the longest element of the symmetric group $\mathbb{S}_{n+1}$ to $B_{n+1}$

$$
\begin{equation*}
\bar{\Sigma}_{n+1}=\left(\sigma_{1} \sigma_{2} \cdots \sigma_{n}\right)\left(\sigma_{1} \cdots \sigma_{n-1}\right) \cdots\left(\sigma_{1}\right) \tag{15}
\end{equation*}
$$

The shuffle elements, in the limit $\lim _{t \rightarrow \infty}$, become the elements $\bar{W}_{m, n}$ which, in a representation in a vector space $V$, equip the tensor powers of V with the standard braidings; the recurrency relations (3) and (4) take the multiplicative form for $\bar{\amalg}{ }_{m, n}$

$$
\begin{equation*}
\bar{\amalg}_{m, n}=\bar{\amalg}_{m, n-1} \sigma_{m+n-1} \cdots \sigma_{n}, \quad \quad \bar{\amalg}{ }_{m, n}=\bar{\amalg}_{m-1, n}^{\uparrow 1} \sigma_{1} \cdots \sigma_{n} . \tag{16}
\end{equation*}
$$

Explicitly
$\bar{\amalg}_{m, n}=\left\{\begin{array}{l}\left(\sigma_{m} \sigma_{m+1} \cdots \sigma_{m+n-1}\right)\left(\sigma_{m-1} \sigma_{m} \cdots \sigma_{m+n-2}\right) \cdots\left(\sigma_{1} \sigma_{2} \cdots \sigma_{n}\right), \\ \left(\sigma_{m} \sigma_{m-1} \cdots \sigma_{1}\right)\left(\sigma_{m+1} \sigma_{m} \cdots \sigma_{2}\right) \cdots\left(\sigma_{m+n-1} \sigma_{m+n-2} \cdots \sigma_{n}\right) .\end{array}\right.$
In addition to (16), the elements $\bar{W}_{m, n}$ satisfy

$$
\begin{equation*}
\bar{\amalg}_{m, n}=\sigma_{m} \cdots \sigma_{1} \bar{\amalg}_{m, n-1}^{\uparrow 1}, \quad \quad \bar{\amalg} \bar{U}_{m, n}=\sigma_{m} \cdots \sigma_{m+n-1} \bar{\amalg}_{m-1, n} \tag{18}
\end{equation*}
$$

(3) In this section we shall construct another collection $\mathcal{T}_{m, n}$ starting with the elements $\sigma_{k}(x, y)$, satisfying the Yang-Baxter equation with spectral parameters
$\sigma_{k}\left(x_{k+1}, x_{k+2}\right) \sigma_{k+1}\left(x_{k}, x_{k+2}\right) \sigma_{k}\left(x_{k}, x_{k+1}\right)=\sigma_{k+1}\left(x_{k}, x_{k+1}\right) \sigma_{k}\left(x_{k}, x_{k+2}\right) \sigma_{k+1}\left(x_{k+1}, x_{k+2}\right)$
and the locality condition
$\sigma_{k}\left(x_{k}, x_{k+1}\right) \sigma_{l}\left(x_{l}, x_{l+1}\right)=\sigma_{l}\left(x_{l}, x_{l+1}\right) \sigma_{k}\left(x_{k}, x_{k+1}\right) \quad$ if $\quad|k-l|>1$.

Here $x_{k}$ are variables (spectral parameters). Depending on the situation, the elements $\sigma_{k}(x, y)$ can live in certain quotients of the braid group rings or be realized as operators. We shall call $\sigma_{k}(x, y)$ baxterized elements (usually the term 'baxterized' is applied when $\sigma(x, y)$ is a function of the solution $\sigma$ of the constant Yang-Baxter equation).

Let $\pi_{k}$ be the operator which permutes the variables $x_{k}$ and $x_{k+1}$

$$
\pi_{k} f\left(\ldots, x_{k}, x_{k+1}, \ldots\right)=f\left(\ldots, x_{k+1}, x_{k}, \ldots\right) \pi_{k}
$$

Relations (19) and (20) acquire the braid forms (1) and (2) for the elements

$$
\begin{equation*}
\underline{\sigma}_{k}:=\pi_{k} \sigma_{k}\left(x_{k}, x_{k+1}\right) . \tag{21}
\end{equation*}
$$

The unitarity condition $\sigma_{k}\left(x_{k}, x_{k+1}\right) \sigma_{k}\left(x_{k+1}, x_{k}\right)=1$ (if imposed) for the baxterized elements takes the form $\underline{\sigma}_{k}^{2}=1$ for the elements (21).

The operators $\pi_{k}$ obey the braid group relations; prepare the elements $\bar{\amalg}_{m, n}\{\pi\}$ and $\bar{\Sigma}_{m}\{\pi\}$ from $\pi$ 's; the elements $\bar{W}_{m, n}\{\underline{\sigma}\}$ and $\bar{\Sigma}_{m}\{\underline{\sigma}\}$ built from $\underline{\sigma}$ 's can be written, after moving all $\pi$ 's to the left, in the form

$$
\begin{equation*}
\bar{\amalg}_{m, n}\{\underline{\sigma}\}=\bar{Ш}_{m, n}\{\pi\} \widetilde{Ш}_{m, n}\left(x_{1}, \ldots, x_{m+n}\right), \quad \bar{\Sigma}_{m}\{\underline{\sigma}\}=\bar{\Sigma}_{m}\{\pi\} \widetilde{\Sigma}_{m}\left(x_{1}, \ldots, x_{m}\right), \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
\widetilde{Ш}_{m, n}\left(x_{1}, \ldots,\right. & \left.x_{m+n}\right)=\left(\sigma_{m}\left(x_{1}, x_{m+n}\right) \sigma_{m+1}\left(x_{2}, x_{m+n}\right) \cdots \sigma_{m+n-1}\left(x_{n}, x_{m+n}\right)\right) \\
& \cdot\left(\sigma_{m-1}\left(x_{1}, x_{m+n-1}\right) \sigma_{m}\left(x_{2}, x_{m+n-1}\right) \cdots \sigma_{m+n-2}\left(x_{n}, x_{m+n-1}\right)\right) \\
& \cdots\left(\sigma_{1}\left(x_{1}, x_{n+1}\right) \sigma_{2}\left(x_{2}, x_{n+1}\right) \cdots \sigma_{n}\left(x_{n}, x_{n+1}\right)\right) \tag{23}
\end{align*}
$$

and

$$
\begin{align*}
\widetilde{\Sigma}_{m}\left(x_{1}, \ldots,\right. & \left.x_{m}\right)=\left(\sigma_{1}\left(x_{m-1}, x_{m}\right) \sigma_{2}\left(x_{m-2}, x_{m}\right) \cdots \sigma_{m-1}\left(x_{1}, x_{m}\right)\right) \\
& \cdot\left(\sigma_{1}\left(x_{m-2}, x_{m-1}\right) \sigma_{2}\left(x_{m-3}, x_{m-1}\right) \cdots \sigma_{m-2}\left(x_{1}, x_{m-1}\right)\right) \cdots\left(\sigma_{1}\left(x_{1}, x_{2}\right)\right) \tag{24}
\end{align*}
$$

The elements $\bar{U}_{m, n}\{\pi\}$ and $\bar{\Sigma}_{n}\{\pi\}$ are invertible and obey relations (5), (8), (16) and (18); substituting (22) into (5), (8), (16) and (18), moving all $\pi$ 's to the left and simplifying, we find relations for $\widetilde{\Sigma}$ 's and $\widetilde{\amalg}$ 's alone. Relations (16) and (18) take the form

$$
\widetilde{\amalg}_{m, n}\left(x_{1}, \ldots, x_{m+n}\right)=\left\{\begin{array}{l}
\widetilde{Ш}_{m, n-1}\left(\hat{x}_{n}\right) \sigma_{m+n-1}\left(x_{n}, x_{m+n}\right) \sigma_{m+n-2}\left(x_{n}, x_{m+n-1}\right) \cdots \sigma_{n}\left(x_{n}, x_{n+1}\right),  \tag{25}\\
\widetilde{\amalg}_{m-1, n}^{\uparrow 1}\left(\hat{x}_{n+1}\right) \sigma_{1}\left(x_{1}, x_{n+1}\right) \sigma_{2}\left(x_{2}, x_{n+1}\right) \cdots \sigma_{n}\left(x_{n}, x_{n+1}\right), \\
\sigma_{m}\left(x_{1}, x_{m+n}\right) \sigma_{m-1}\left(x_{1}, x_{m+n-1}\right) \cdots \sigma_{1}\left(x_{1}, x_{n+1}\right) \widetilde{Ш}_{m, n-1}^{\uparrow 1}\left(\hat{x}_{1}\right), \\
\sigma_{m}\left(x_{1}, x_{m+n}\right) \sigma_{m+1}\left(x_{2}, x_{m+n}\right) \cdots \sigma_{m+n-1}\left(x_{n}, x_{m+n}\right) \widetilde{\amalg}_{m-1, n}\left(\hat{x}_{m+n}\right),
\end{array}\right.
$$

where ' $\hat{x}_{j}$ ' means that the argument $x_{j}$ is omitted. For a set $\vec{x}=\left\{x_{1}, \ldots, x_{n}\right\}$ of arguments, let $\overleftarrow{x}:=\left\{x_{n}, \ldots, x_{1}\right\}$ be the reversed set. Relation (5) becomes

$$
\begin{equation*}
\widetilde{\Sigma}_{m+n}(\vec{x}, \vec{y})=\widetilde{Ш}_{n, m}(\overleftarrow{x}, \overleftarrow{y}) \widetilde{\Sigma}_{m}(\vec{x}) \widetilde{\Sigma}_{n}^{\uparrow m}(\vec{y}) \tag{26}
\end{equation*}
$$

where $\vec{x}=\left\{x_{1}, \ldots, x_{m}\right\}$ and $\vec{y}=\left\{y_{1}, \ldots, y_{n}\right\}$; relation (8) becomes
$\widetilde{Ш}_{n+k, m}(\vec{x}, \vec{z}, \vec{y}) \widetilde{Ш}_{k, n}^{\uparrow m}(\vec{y}, \vec{z})=\widetilde{Ш}_{k, m+n}(\vec{y}, \vec{x}, \vec{z}) \widetilde{Ш}_{n, m}(\vec{x}, \vec{y})$,
where $\vec{x}=\left\{x_{1}, \ldots, x_{m}\right\}, \vec{y}=\left\{y_{1}, \ldots, y_{n}\right\}$ and $\vec{z}=\left\{z_{1}, \ldots, z_{k}\right\}$.
After the removal of all $\pi$ 's, one can give values to the spectral variables. Each $\widetilde{\Sigma}_{m}$ can be evaluated on its own sequence $\vec{x}^{(m)}=\left(x_{1}^{(m)}, \ldots, x_{m}^{(m)}\right)$. In relation (26), the
beginning of the sequence for $\widetilde{\Sigma}_{m+n}$ becomes the beginning of the sequence for $\widetilde{\Sigma}_{m}$ while its end becomes the beginning of the sequence for $\widetilde{\Sigma}_{n}$. This is a strong restriction; if it is imposed on the sequences themselves, the general solution is that each $x_{j}^{(m)}$ is equal to one and the same number. However, assume that the baxterization is 'trigonometric', the baxterized elements depend on the ratio of the spectral parameters, $\sigma(x, y)=\sigma(x / y)$. The Yang-Baxter equation then reads

$$
\begin{equation*}
\sigma_{n}(x) \sigma_{n-1}(x y) \sigma_{n}(y)=\sigma_{n-1}(y) \sigma_{n}(x y) \sigma_{n-1}(x) \tag{28}
\end{equation*}
$$

Now $\widetilde{\Sigma}_{m}\left(\vec{x}^{(m)}\right)=\widetilde{\Sigma}_{m}\left(\alpha \vec{x}^{(m)}\right)$ for an arbitrary constant $\alpha \neq 0$ and the general solution of the restrictions imposed by (26) for the projectivized sequences is $\left(x_{1}^{(m)}, \ldots, x_{m}^{(m)}\right)=$ $\left(1, s^{-1}, s^{-2}, \ldots, s^{1-m}\right)$, the geometric progression. Denote $\widetilde{\Sigma}_{m}\left(1, s^{-1}, s^{-2}, \ldots, s^{1-m}\right)$ by ${ }^{s} \Sigma_{m}$ and $\widetilde{Ш}_{m, n}\left(s^{1-n}, \ldots, 1, s^{1-m-n}, \ldots, s^{-n}\right)$ by ${ }^{s} Ш_{m, n}$. Explicitly
${ }^{s} \Sigma_{m}=\left(\sigma_{1}(s) \sigma_{2}\left(s^{2}\right) \cdots \sigma_{m-1}\left(s^{m-1}\right)\right)\left(\sigma_{1}(s) \sigma_{2}\left(s^{2}\right) \cdots \sigma_{m-2}\left(s^{m-2}\right)\right) \cdots\left(\sigma_{1}(s)\right)$
and
${ }^{s} Ш_{m, n}=\left(\sigma_{m}(s) \cdots \sigma_{m+n-1}\left(s^{n}\right)\right)\left(\sigma_{m-1}\left(s^{2}\right) \cdots \sigma_{m+n-2}\left(s^{n+1}\right)\right) \cdots\left(\sigma_{1}\left(s^{m}\right) \cdots \sigma_{n}\left(s^{m+n-1}\right)\right)$.

The elements ${ }^{s} \amalg_{m, n}$ obey relation (8). Therefore, in a local representation $\rho$, the collection $\mathcal{T}_{m, n}:=\rho_{\hat{R}}\left({ }^{s} \amalg_{m, n}\right)$ obeys (11) and (13) and defines a one-parameter family of graded associative algebras on $\bigoplus_{j} V^{\otimes j}$ together with the subalgebras on $\bigoplus_{j} \operatorname{Im}\left(\mathcal{S}_{j}\right)$ (now $\mathcal{S}_{m}=\rho_{\hat{R}}\left({ }^{s} \Sigma_{m}\right)$ ), which we propose to call $b$-shuffle algebras ('b' from 'baxterized'; maybe the term 'buffle' would be an apt acronym).

It is known that the element $\bar{\Sigma}$ admits reduced expressions starting (or ending) with $\sigma_{j}$ for every $j=1, \ldots, m-1$. In particular, $\bar{\Sigma}\{\underline{\sigma}\}$ can start (or end) with every $\underline{\sigma}_{j}$. It follows that $\widetilde{\Sigma}_{m}\left(x_{1}, \ldots, x_{m}\right)$ can start (or end) with $\sigma_{j}\left(x_{j}, x_{j+1}\right)$ for every $j$. We shall use this for the trigonometric $\sigma$ 's.
${ }^{s} \Sigma_{m}$ has a reduced expression of the form $\sigma_{j}(s) \cdot(\cdots)$ or $(\cdots) \cdot \sigma_{j}(s) \forall j=1, \ldots, m-1$.

The baxterization is known for the Hecke and BMW quotients of the braid group rings; it is trigonometric. In the following section we discuss the baxterized collections for these quotients.

## Remarks.

(a) We suggest another natural source for collections $\mathcal{T}_{m, n}$ satisfying (11) and (13).

Let $\mathcal{A}$ be a Hopf algebra. Assume that $\mathcal{A}$ admits a twist $\mathcal{F}$, that is, an element $\mathcal{F} \in \mathcal{A} \otimes \mathcal{A}$ which satisfies

$$
\begin{equation*}
\mathcal{F} \cdot(\Delta \otimes \operatorname{Id})(\mathcal{F})=\mathcal{F}^{\uparrow 1} \cdot(\operatorname{Id} \otimes \Delta)(\mathcal{F}) \tag{32}
\end{equation*}
$$

Here $\Delta$ is the coproduct and ${ }^{\uparrow}$ is the shift in the copies of $\mathcal{A}$ in $\mathcal{A}^{\otimes j}$. Define $\mathcal{F}_{m, 0}:=1$, $\mathcal{F}_{0, m}:=1, m \in \mathbb{Z}_{\geqslant 0}$, and

$$
\begin{equation*}
\mathcal{F}_{m, n}:=\Delta^{m-1} \otimes \Delta^{n-1}(\mathcal{F}), \quad m, n \in \mathbb{Z}_{\geqslant 1} \tag{33}
\end{equation*}
$$

It is straightforward to verify that

$$
\begin{equation*}
\mathcal{F}_{k, m} \mathcal{F}_{m+k, n}=\mathcal{F}_{m, n}^{\uparrow k} \mathcal{F}_{k, m+n} \tag{34}
\end{equation*}
$$

(for $m=n=k=1$ this is (32); by induction, $\mathrm{Id}^{i-1} \otimes \Delta \otimes \mathrm{Id}^{m+n+k-i}$ increases $k$ by 1 for $1 \leqslant i \leqslant k, m$ by 1 for $k<i \leqslant m+k$ and $n$ by 1 for $m+k<i \leqslant m+n+k$ ).

Therefore，given a representation $\rho$ of $\mathcal{A}$ ，relations（11）and（13）hold for

$$
\mathcal{T}_{m, n}:=\varpi \circ \rho^{\otimes(m+n)}\left(\mathcal{F}_{n, m}\right)
$$

where $\varpi$ is any operation which reverses the order of terms on both sides of（34）（it can be a transposition or，if $\mathcal{F}_{m, n}$ are invertible for all $m$ and $n$ ，an inversion）．

It might be of interest to investigate this type of collections $\mathcal{T}_{m, n}$ for the twists［14］ corresponding to Belavin－Drinfeld triples．
（b）Assume，in addition，that $\mathcal{F}$ satisfies

$$
\begin{equation*}
(\Delta \otimes \operatorname{Id})(\mathcal{F})=\mathcal{F}_{\{1,3\}} \mathcal{F}_{\{2,3\}}, \quad(\operatorname{Id} \otimes \Delta)(\mathcal{F})=\mathcal{F}_{\{1,3\}} \mathcal{F}_{\{1,2\}} \tag{35}
\end{equation*}
$$

where $\mathcal{F}_{\{i, j\}}$ is the element $\mathcal{F}$ located in the copies number $i$ and $j$ in $\mathcal{A} \otimes \mathcal{A} \otimes \cdots$ ；for example，for a quasi－triangular Hopf algebra， $\mathcal{F}$ can be the universal $R$－matrix．Then

$$
\begin{equation*}
\mathcal{F}_{m, n}=\left(\mathcal{F}_{\{1, m+n\}} \cdots \mathcal{F}_{\{m, m+n\}}\right)\left(\mathcal{F}_{\{1, m+n-1\}} \cdots \mathcal{F}_{\{m, m+n-1\}}\right) \cdots\left(\mathcal{F}_{\{1, m+1\}} \cdots \mathcal{F}_{\{m, m+1\}}\right) \tag{36}
\end{equation*}
$$

（in each bracket the first index increases from 1 to $m$ ，the second one is constant）；this formula generalizes the formula $\Delta \otimes \Delta(\mathcal{R})=\mathcal{R}_{\{1,4\}} \mathcal{R}_{\{2,4\}} \mathcal{R}_{\{1,3\}} \mathcal{R}_{\{2,3\}}$ used in the theory of quasi－triangular Hopf algebras for establishing properties of the element giving the square of the antipode by conjugation，see，e．g．，［［27］，chapter 4］．It follows from（36） that：

$$
\begin{equation*}
\mathcal{F}_{m, n}=\left(\mathcal{F}_{\{1, m+n\}} \mathcal{F}_{\{1, m+n-1\}} \cdots \mathcal{F}_{\{1, m+1\}}\right) \mathcal{F}_{m-1, n}^{\uparrow 1} . \tag{37}
\end{equation*}
$$

Given a representation $\rho$ of $\mathcal{A}$ on a vector space $V$ ，let $P_{i}$ be the flip operator in the copies number $i$ and $i+1$ of the space $V$ in $V \otimes V \otimes \cdots$ ；let $F:=\rho^{\otimes 2}(\mathcal{F})$ and $\hat{F}:=P_{1} F$ ；for an operator $X \in \operatorname{End}(V \otimes V)$ denote by $X_{\{i, j\}}$ the operator $X$ acting in the copies number $i$ and $j$ of the space $V$ in $V \otimes V \otimes \cdots$ and let $X_{i}:=X_{\{i, i+1\}}$ ．Then

$$
\begin{equation*}
\rho^{\otimes(m+n)}\left(\mathcal{F}_{m, n}\right)=\bar{\amalg}_{m, n}\{P\} \bar{\amalg}_{n, m}\{\hat{F}\}, \tag{38}
\end{equation*}
$$

where $\bar{Ш}_{m, n}\{P\}$ are built from $P$＇s and $\bar{山}_{n, m}\{\hat{F}\}$ from $\hat{F}$＇s．Indeed，by（37）and induction

$$
\begin{align*}
& \rho^{\otimes(m+n)}\left(\mathcal{F}_{m, n}\right)=\left(F_{\{1, m+n\}} \cdots F_{\{1, m+1\}}\right) \bar{W}_{m-1, n}^{\uparrow 1}\{P\} \bar{W}_{n, m-1}^{\uparrow 1}\{\hat{F}\} \\
& \quad=\left(P_{\{1, m+n\}} \cdots P_{\{1, m+1\}}\right)\left(\hat{F}_{m+n-1} \hat{F}_{m+n-2} \cdots \hat{F}_{m+1} \hat{F}_{\{1, m+1\}} \bar{W}_{m-1, n}^{\uparrow 1}\{P\} \bar{W}_{n, m-1}^{\uparrow 1}\{\hat{F}\} .\right. \tag{39}
\end{align*}
$$

Use now
$\left(\hat{F}_{m+n-1} \hat{F}_{m+n-2} \cdots \hat{F}_{m+1} \hat{F}_{\{1, m+1\}}\right) \bar{\amalg}_{m-1, n}^{\uparrow 1}\{P\}=\bar{\amalg}_{m-1, n}^{\uparrow 1}\{P\}\left(\hat{F}_{n} \hat{F}_{n-1} \cdots \hat{F}_{1}\right)$ ，
the first recursion relation in（18）for $\bar{山}_{n, m}\{\hat{F}\}$ and

$$
\begin{gather*}
\left(P_{\{1, m+n\}} \cdots P_{\{1, m+1\}}\right) \bar{\amalg}_{m-1, n}^{\uparrow 1}\{P\}=\bar{\amalg}_{m-1, n}^{\uparrow 1}\{P\}\left(P_{\{1, n+1\}} P_{\{1, n\}} \cdots P_{\{1,2\}}\right) \\
=\bar{\amalg}_{m-1, n}^{\uparrow 1}\{P\}\left(P_{1} P_{2} \cdots P_{n}\right)=\bar{\amalg}_{m, n}\{P\} \tag{41}
\end{gather*}
$$

（by the second recurrency relation in（16）for $\bar{\amalg}_{m, n}\{P\}$ ）to finish the proof of（38）．
Thus the elements $\mathcal{F}_{m, n}$ can be regarded as the universal（in the Hopf algebra theoretical sense）counterpart of the elements $\bar{W}_{m, n}$ ．
（c）We describe an operation which transforms a collection $\mathcal{T}_{m, n}$ satisfying（11）and（13）into another，＇dual＇，collection $\check{\mathcal{T}}_{m, n}$ satisfying（11）and（13）．

Keep the notation from the previous remark．Let $X \in \operatorname{End}\left(V^{\otimes m}\right)$ and $Y \in \operatorname{End}\left(V^{\otimes n}\right)$ be two operators．Then

$$
\begin{equation*}
\bar{山}_{m, n}\{P\} X^{\uparrow n} Y=X Y^{\uparrow m} \bar{山}_{m, n}\{P\} . \tag{42}
\end{equation*}
$$

Define $\check{\mathcal{I}}_{m, n}$ by

$$
\begin{equation*}
\mathcal{T}_{m, n}:=\check{\mathcal{T}}_{n, m} \overline{\mathrm{~W}}_{m, n}\{P\} \quad \text { or } \quad \check{\mathcal{T}}_{m, n}:=\mathcal{T}_{n, m} \bar{\amalg}_{m, n}\{P\} . \tag{43}
\end{equation*}
$$

The equivalence of two definitions follows from：

$$
\begin{equation*}
\bar{\amalg}_{m, n}\{P\}^{-1}=\bar{\amalg}_{n, m}\{P\} . \tag{44}
\end{equation*}
$$

Relation（13）is satisfied for the collection $\check{\mathcal{T}}_{m, n}$ ．Relation（11）reads，by（42），

$$
\begin{equation*}
\check{\mathcal{T}}_{m, n+k} \check{\mathcal{T}}_{n, k} \bar{山}_{n+k, m}\{P\} \bar{山}_{k, n}^{\uparrow m}\{P\}=\check{\mathcal{T}}_{m+n, k} \check{\mathcal{T}}_{m, n}^{\uparrow k} \bar{山}_{k, m+n}\{P\} \bar{山}_{n, m}\{P\} . \tag{45}
\end{equation*}
$$

Since

$$
\begin{equation*}
\bar{\amalg}_{n+k, m}\{P\} \bar{山}_{k, n}^{\uparrow m}\{P\}=\bar{山}_{k, m+n}\{P\} \bar{山}_{n, m}\{P\} \tag{46}
\end{equation*}
$$

it follows that relation（11）is as well satisfied for the collection $\check{\mathcal{T}}_{m, n}$ ．
With the help of the identity $\bar{\Sigma}_{m}\{P\}^{2}=\mathrm{Id}$ ，it is straightforward to verify that the collection $\check{\mathcal{S}}_{m}$ for $\check{\mathcal{T}}_{m, n}$ is given by

$$
\begin{equation*}
\check{\mathcal{S}}_{m}=\mathcal{S}_{m} \bar{\Sigma}_{m}\{P\} . \tag{47}
\end{equation*}
$$

## 3．Hecke and BMW algebras

In the following we call the elements $Ш_{m, n}$ additive shuffles and ${ }^{s} Ш_{m, n}$ multiplicative shuffles． In this section we derive the sequences of the（anti－）symmetrizers for the Hecke and BMW algebras with the help of the multiplicative shuffles．We compare the multiplicative versions with known expressions for the（anti－）symmetrizers．

We derive a new expression for the（anti－）symmetrizers in terms of the highest multiplicative 1 －shuffles alone and，for the Hecke algebras，in terms of the highest additive 1 －shuffles alone．

In principle，the Hecke algebras can be considered as quotients of the BMW algebras and many formulae for the Hecke algebras can be obtained from this point of view．Because of the importance of the Hecke algebras we prefer however to treat them separately．

## 3．1．Hecke algebras

（1）The tower of the $A$－Type Hecke algebras $H_{M+1}(q)$（see，e．g．，［19］and references therein） depends on a parameter $q \in \mathfrak{k}^{*}$ ；the algebra $H_{M+1}(q)$ is the quotient of the braid group ring $\mathfrak{k} B_{M+1}$ by

$$
\begin{equation*}
\sigma_{i}^{2}=\left(q-q^{-1}\right) \sigma_{i}+1, \quad i=1, \ldots, M \tag{48}
\end{equation*}
$$

For $q^{2} \neq 1$ ，the baxterized elements have the form

$$
\begin{equation*}
\sigma_{i}(x):=\frac{1}{q-q^{-1}}\left(x \sigma_{i}-x^{-1} \sigma_{i}^{-1}\right) \tag{49}
\end{equation*}
$$

they are normalized，$\sigma_{i}(1)=1$ ，and satisfy the unitarity condition

$$
\begin{equation*}
\sigma_{i}(x) \sigma_{i}\left(x^{-1}\right)=1-\frac{\left(x-x^{-1}\right)^{2}}{\left(q-q^{-1}\right)^{2}} \tag{50}
\end{equation*}
$$

(2) The symmetrizers $S_{n}, n=1, \ldots, M+1([18,32,10])$ are the nonzero elements

$$
\begin{equation*}
S_{1}=1, \quad S_{n} \in H_{n}(q) \subset H_{M+1}(q) \tag{51}
\end{equation*}
$$

which satisfy

$$
\begin{equation*}
\sigma_{i} S_{n}=S_{n} \sigma_{i}=q S_{n}, \quad i=1, \ldots, n-1 \tag{52}
\end{equation*}
$$

which forces $S_{n}^{2} \sim S_{n}$; they are normalized by

$$
\begin{equation*}
S_{n}^{2}=S_{n} \tag{53}
\end{equation*}
$$

The sequence $\left\{S_{n}\right\}$ is defined by (51), (52) and (53) uniquely (and it does exist for the Hecke quotients for generic $q$ ); the anti-symmetrizers are related to the symmetrizers by the isomorphisms $H_{M+1}(q) \rightarrow H_{M+1}\left(-q^{-1}\right), \sigma_{i} \mapsto \sigma_{i}$.
(3) The symmetrizers can be quickly constructed with the help of the baxterized elements. Let $[n]_{q}:=\left(q^{n}-q^{-n}\right) /\left(q-q^{-1}\right),[n]_{q}!:=[1]_{q}[2]_{q} \cdots[n]_{q}$ and $[n]_{q}^{\$}:=[1]_{q}![2]_{q}!\cdots[n]_{q}!$. By (31), $\sigma_{i}{ }^{q} \Sigma_{n}={ }^{q} \Sigma_{n} \sigma_{i}=q^{q} \Sigma_{n}$, or, equivalently, $\sigma_{i}(q)^{q} \Sigma_{n}=[i+1]_{q}{ }^{q} \Sigma_{n}$, so $\left({ }^{q} \Sigma_{n}\right)^{2}=[n]_{q}^{\$ \eta} \Sigma_{n}$ and

$$
\begin{equation*}
S_{n}={\frac{1}{[n]_{q}^{\$}}}^{q} \Sigma_{n} . \tag{54}
\end{equation*}
$$

In particular, the symmetrizers satisfy the recurrent relation

$$
\begin{equation*}
S_{n}=\frac{1}{[n]_{q}!}{ }^{q} Ш_{1, n-1} S_{n-1} . \tag{55}
\end{equation*}
$$

(4) We recall several other forms of the symmetrizers and compare them with (54) and (55).

A convenient recurrent relation for the symmetrizers is (see, e.g., $[17,11]$ )

$$
\begin{equation*}
S_{n}=S_{n-1} \frac{\sigma_{n-1}\left(q^{n-1}\right)}{[n]_{q}} S_{n-1} \tag{56}
\end{equation*}
$$

This is checked either by verifying (51), (52) and (53) and then by uniqueness or, using (55), by the following calculation:

$$
\begin{align*}
{[n]_{q}!S_{n} } & =\sigma_{1}(q) \cdots \sigma_{n-2}\left(q^{n-2}\right) \sigma_{n-1}\left(q^{n-1}\right) S_{n-1} \\
& =\sigma_{1}(q) \cdots \sigma_{n-2}\left(q^{n-2}\right) \sigma_{n-1}\left(q^{n-1}\right) S_{n-2} S_{n-1} \\
& =\sigma_{1}(q) \cdots \sigma_{n-2}\left(q^{n-2}\right) S_{n-2} \sigma_{n-1}\left(q^{n-1}\right) S_{n-1}=S_{n-1} \sigma_{n-1}\left(q^{n-1}\right) S_{n-1} \tag{57}
\end{align*}
$$

Denote $Ш_{1, n}\{q \sigma\}$ (the additive shuffle built with the $q \sigma_{1}, \ldots, q \sigma_{n-1}$ ) by $Ш_{1, n}$. There is another recurrent relation for the symmetrizers in terms of the additive shuffles

$$
\begin{equation*}
S_{n}=\frac{q^{1-n}}{[n]_{q}} Ш_{1, n-1} S_{n-1} . \tag{58}
\end{equation*}
$$

In other words

$$
\begin{equation*}
S_{n}=\frac{q^{-\frac{n(n-1)}{2}}}{[n]_{q}!} \Sigma_{n}\{q \sigma\} . \tag{59}
\end{equation*}
$$

This is checked again either by verifying (51), (52) and (53) and then by uniqueness or, using (56), by induction

$$
\begin{align*}
{[n]_{q} S_{n} } & =S_{n-1} \sigma_{n-1}\left(q^{n-1}\right) S_{n-1}=\frac{q^{2-n}}{[n-1]_{q}} \boldsymbol{Ш}_{1, n-2} S_{n-2} \sigma_{n-1}\left(q^{n-1}\right) S_{n-1} \\
& =\frac{q^{2-n}}{[n-1]_{q}} Ш_{1, n-2} \sigma_{n-1}\left(q^{n-1}\right) S_{n-1}=\frac{q^{2-n}}{[n-1]_{q}} \boldsymbol{Ш}_{1, n-2}\left([n-1]_{q} \sigma_{n-1}+q^{1-n}\right) S_{n-1} \\
& =\frac{q^{2-n}}{[n-1]_{q}}\left([n-1]_{q} Ш_{1, n-2} \sigma_{n-1}+q^{-1}[n-1]_{q}\right) S_{n-1}=q^{1-n} Ш_{1, n-1} S_{n-1} . \tag{60}
\end{align*}
$$

We stress that the factors $\frac{1}{[n]_{q}!} \amalg_{1, n-1}$ in (55) and $\frac{q^{1-n}}{[n]_{q}} Ш_{1, n-1}$ in (58) differ; the multiplicative and additive shuffles do not coincide although their products-the symmetrizers-do.
(5) It turns out that the symmetrizer $S_{n}$ can be expressed in terms of the multiplicative 1-shuffle ${ }^{q} Ш_{1, n-1}$ or in terms of the additive 1 -shuffle $Ш_{1, n-1}$ only.

For the additive shuffle, we prove by induction that, for $k=1, \ldots, n-1$,

$$
\begin{equation*}
\prod_{j=0}^{k-1}\left(\boldsymbol{\Psi}_{1, n-1}-q^{j-1}[j]_{q}\right)=q^{k(k-1)} \boldsymbol{\Psi}_{1, n-1} \boldsymbol{\Psi}_{1, n-2} \cdots \boldsymbol{\Psi}_{1, n-k} . \tag{61}
\end{equation*}
$$

For $k=1$ there is nothing to prove. Assume that (61) holds for some $k<n-1$. By (9), the right-hand side is divisible, from the right, by $S_{k}^{\uparrow(n-k)}$. Multiply (61) by the factor $\left(\Psi_{1, n-1}-q^{k-1}[k]_{q}\right)$ from the right and substitute, in the right-hand side,

$$
\boldsymbol{Ш}_{1, n-1}=\boldsymbol{\Psi}_{1, k-1}^{\uparrow(n-k)}+q^{k} Ш_{1, n-1-k} \sigma_{n-k} \cdots \sigma_{n-1}
$$

in this factor. Since $S_{k}^{\uparrow(n-k)} \amalg_{1, k-1}^{\uparrow(n-k)}=q^{k-1}[k]_{q} S_{k}^{\uparrow(n-k)}$, the product in the right-hand side simplifies

$$
\begin{gather*}
Ш_{1, n-1} Ш_{1, n-2} \cdots Ш_{1, n-k}\left(-q^{k-1}[k]_{q}+Ш_{1, k-1}^{\uparrow(n-k)}+q^{k} Ш_{1, n-1-k} \sigma_{n-k} \cdots \sigma_{n-1}\right) \\
=q^{k} Ш_{1, n-1} Ш_{1, n-2} \cdots Ш_{1, n-k} Ш_{1, n-1-k} \sigma_{n-k} \cdots \sigma_{n-1} \\
=q^{2 k} Ш_{1, n-1} Ш_{1, n-2} \cdots Ш_{1, n-1-k} \tag{62}
\end{gather*}
$$

(in the last equality we again used (9) for $\Psi_{1, n-1} Ш_{1, n-2} \cdots Ш_{1, n-k} Ш_{1, n-1-k}$ ), establishing the induction step.

In particular, at $k=n-1$, we obtain, by (58), the expression of $S_{n}$ in terms of $\Psi_{1, n-1}$

$$
\begin{equation*}
S_{n}=\frac{q^{-\frac{(n-1)(3 n-4)}{2}}}{[n]_{q}!} \prod_{j=0}^{n-2}\left(\amalg_{1, n-1}-q^{j-1}[j]_{q}\right) . \tag{63}
\end{equation*}
$$

(6) For the multiplicative shuffle, we prove by induction that, for $k=1, \ldots, n$,

$$
\begin{equation*}
\left({ }^{q} Ш_{1, n}\right)^{k}=\frac{[n+1-k]_{q}^{\$}\left([n+1]_{q}!\right)^{k}}{[n]_{q}^{\$}}{ }^{q} \amalg_{1, n}{ }^{q} \amalg_{1, n-1} \ldots{ }^{q} \amalg_{1, n+1-k} . \tag{64}
\end{equation*}
$$

For $k=1$ there is nothing to prove. Assume that (61) holds for some $k<n$. Relations (5) and (8) hold for $\Sigma_{m}={ }^{q} \Sigma_{m}$ and $\amalg_{m, n}={ }^{q} Ш_{m, n}$. Therefore, (9) holds as well and the product ${ }^{q} \amalg_{1, n}{ }^{q} \amalg_{1, n-1} \cdots{ }^{q} \amalg_{1, n-k}$ is divisible, from the right, by ${ }^{q} \Sigma_{k+1}^{\uparrow(n-k)}$. The induction step is

$$
\begin{gather*}
{ }^{q} Ш_{1, n} \cdots{ }^{q} Ш_{1, n+1-k} \cdot{ }^{q} Ш_{1, n}={ }^{q} Ш_{1, n} \cdots{ }^{q} Ш_{1, n+1-k}{ }^{q} Ш_{1, n-k} \cdot \sigma_{n-k+1}\left(q^{n-k+1}\right) \cdots \sigma_{n}\left(q^{n}\right) \\
=\frac{[n+1]_{q}!}{[n+1-k]_{q}!}{ }^{q} Ш_{1, n}{ }^{q} Ш_{1, n-1} \cdots{ }^{q} Ш_{1, n+1-k}{ }^{q} Ш_{1, n-k}, \tag{65}
\end{gather*}
$$

since $S_{n+1} \sigma_{k}\left(q^{k}\right)=[k+1]_{q} S_{n+1}, k=1, \ldots, n$.

In particular, at $k=n$, we obtain, by (54), the expression of $S_{n}$ in terms of ${ }^{q} \amalg_{1, n}$

$$
\begin{equation*}
S_{n+1}=\left(\frac{1}{[n+1]_{q}!}{ }^{q} Ш_{1, n}\right)^{n} . \tag{66}
\end{equation*}
$$

Remark. Let $\hat{R}$ be a Hecke Yang-Baxter matrix and $\rho_{\hat{R}}$ the corresponding local representation of the tower of the Hecke algebras. The symmetrizers $\mathcal{S}_{j}$ built with $\mathcal{T}_{m, n}^{\prime}=\rho_{\hat{R}}\left({ }^{s} \amalg_{m, n}\right)$, at $s=q$, are the same as the symmetrizers built with $\mathcal{T}_{m, n}^{\prime \prime}=\rho_{\hat{R}}\left(Ш_{m, n}\{t \sigma\}\right)$, at $t=q$ (the symmetrizers coincide at $s^{2}=q^{2}$ and $t=q$ or $s^{2}=q^{-2}$ and $t=-q^{-1}$, these are the values for the anti-symmetrizers; the symmetrizers coincide trivially at $s^{2}=1$ and $t=0$; otherwise the symmetrizers for $\left\{\mathcal{T}_{m, n}^{\prime}\right\}$ and $\left\{\mathcal{T}_{m, n}^{\prime \prime}\right\}$ differ). Therefore, for the Hecke algebras, the b-shuffle algebra on $\bigoplus_{j} \operatorname{Im}\left(\mathcal{S}_{j}\right)$ coincides with the Nichols-Woronowicz algebra (or the symmetric algebra of the quantum space). Indeed, the composition law (12) on $\bigoplus_{j} \operatorname{Im}\left(\mathcal{S}_{j}\right)$ can be written in the following equivalent form:

$$
\begin{equation*}
u \odot v:=\mathcal{S}_{m+n}\left(u^{\prime} \otimes v^{\prime}\right) \tag{67}
\end{equation*}
$$

where $u=\mathcal{S}_{m} u^{\prime}$ and $v=\mathcal{S}_{n} v^{\prime}$. $\operatorname{Also}, \operatorname{Im}\left(\mathcal{S}_{j}\right) \simeq V^{\otimes j} / \operatorname{Ker}\left(\mathcal{S}_{j}\right)$, and the algebra on $\bigoplus_{j} \operatorname{Im}\left(\mathcal{S}_{j}\right)$ can be defined alternatively as the algebra on $\bigoplus_{j} V^{\otimes j} / \operatorname{Ker}\left(\mathcal{S}_{j}\right)$ with the composition law

$$
\begin{equation*}
\bar{u} \circ \bar{v}:=u \otimes v \bmod \operatorname{Ker}\left(\mathcal{S}_{m+n}\right), \tag{68}
\end{equation*}
$$

where $\bar{u} \in V^{\otimes m} / \operatorname{Ker}\left(\mathcal{S}_{m}\right)$ and $\bar{v} \in V^{\otimes n} / \operatorname{Ker}\left(\mathcal{S}_{n}\right) ; u \in V^{\otimes m}$ and $v \in V^{\otimes n}$ are representatives of $\bar{u}$ and $\bar{v}$, respectively. In formulations (67) or (68), the algebra on $\bigoplus_{j} \operatorname{Im}\left(\mathcal{S}_{j}\right)$ or $\bigoplus_{j} V^{\otimes j} / \operatorname{Ker}\left(\mathcal{S}_{j}\right)$ depends only on the collection $\left\{\mathcal{S}_{j}\right\}$; the composition laws (67) or (68) are well defined if $\mathcal{S}_{m+n}$ is divisible by $\mathcal{S}_{m}$ and $\mathcal{S}_{n}^{\uparrow m}$ from the right (which is, in general, weaker than $\mathcal{S}_{m+n}=\mathcal{T}_{n, m} \mathcal{S}_{m} \mathcal{S}_{n}^{\uparrow m}$; when, say, the representative $u$ of $\bar{u}$ changes, $u \sim u+\delta u, \mathcal{S}_{m}(\delta u)=0$, so $\delta u \otimes v \in \operatorname{Ker}\left(\mathcal{S}_{m+n}\right)$ and the product $\bar{u} \circ \bar{v}$ does not change, $u \otimes v \equiv(u+\delta u) \otimes v \bmod$ $\operatorname{Ker}\left(\mathcal{S}_{m+n}\right)$.

However, the algebras on the space $\bigoplus_{j} V^{\otimes j}$, built with $\mathcal{T}_{m, n}^{\prime}$ or $\mathcal{T}_{m, n}^{\prime \prime}$, are very different, as is seen, for example from the comparison of the spectra of the multiplicative and additive 1 -shuffles in section 4 . The collections $\left\{\mathcal{T}_{m, n}^{\prime}\right\}$ and $\left\{\mathcal{T}_{m, n}^{\prime \prime}\right\}$ seem to have different ranges of applicability (already for the BMW algebras, the symmetrizers for these two collections do not coincide).

### 3.2. BMW algebras

The tower of the Birman-Murakami-Wenzl algebras $\operatorname{BMW}_{M+1}(q, v)$ was introduced in [24] and [2]; it depends on two parameters, $q \in \mathfrak{k}^{*}$ and $v \in \mathfrak{k} \backslash\left\{0, q,-q^{-1}\right\}$. For $q^{2} \neq 1$, the algebra $\mathrm{BMW}_{M+1}(q, v)$ is the quotient of the braid group ring $\mathfrak{k} B_{M+1}$ by

$$
\begin{align*}
& \kappa_{i} \sigma_{i}=\sigma_{i} \kappa_{i}=\nu \kappa_{i}  \tag{69}\\
& \kappa_{i} \sigma_{i-1} \kappa_{i}=v^{-1} \kappa_{i}, \quad \kappa_{i} \sigma_{i-1}^{-1} \kappa_{i}=\nu \kappa_{i} \tag{70}
\end{align*}
$$

where elements $\kappa_{i}$ are defined by

$$
\begin{equation*}
\sigma_{i}-\sigma_{i}^{-1}=\left(q-q^{-1}\right)\left(1-\kappa_{i}\right) \tag{71}
\end{equation*}
$$

The Hecke quotient is $\kappa_{i}=0$.
For $q^{2} \neq 1$, the baxterized elements have the form ( $[20,25,16,13]$ )

$$
\begin{equation*}
\sigma_{i}(x):=x^{-1}\left(1+\frac{x^{2}-1}{q-q^{-1}} \sigma_{i}+\frac{x^{2}-1}{1-v^{-1} q^{-1} x^{2}} \kappa_{i}\right) . \tag{72}
\end{equation*}
$$

Their classical counterparts (for the Brauer algebras) were found in [35]. Elements (72) are normalized, $\sigma_{i}(1)=1$, and satisfy the same unitarity conditions (50). The spectral decomposition of the generator $\sigma_{i}$ contains three idempotents. The basic symmetrizer (the idempotent corresponding to the eigenvalue $q$ ) is proportional to $\sigma_{i}(q)$. However, $\sigma_{i}\left(q^{-1}\right)$ is a mixture of two other idempotents. There are again isomorphisms $\iota: \mathrm{BMW}_{M+1}(q, v) \rightarrow$ $\mathrm{BMW}_{M+1}\left(-q^{-1}, v\right), \sigma_{i} \mapsto \sigma_{i}$. Formula (72) is not invariant under $\iota$. The basic antisymmetrizer (the idempotent corresponding to the eigenvalue $-q^{-1}$ ) is proportional to $\iota^{-1}(\sigma(x))$ at $x=q$.

Again, the symmetrizers $S_{n}, n=1, \ldots, M+1$, are the nonzero elements, which satisfy

$$
\begin{equation*}
S_{1}=1, \quad S_{n} \in \operatorname{BMW}_{n}(q) \subset \operatorname{BMW}_{M+1}(q), \tag{73}
\end{equation*}
$$

(52) and (53); they exist and are defined uniquely by conditions (73), (52) and (53).

Again, with the knowledge of the baxterized elements, one constructs the symmetrizers immediately: they are given by the same formula (54) and satisfy the same recurrence (55); the anti-symmetrizers are related to the symmetrizers by the isomorphisms $\iota$.

The recurrency (56) holds for the BMW symmetrizers as well (it was used in [31, 7]); it is derived from the baxterized form of the symmetrizers by the same calculation (57).

Recurrency relation (58) does not hold for the BMW symmetrizers; the additive shuffles have to be modified. A version of such modification was suggested in [12] and can be derived by a calculation similar to (60). For the Hecke algebras the expansions of the products $\amalg_{1, n-1} Ш_{1, n-2} \cdots Ш_{1, n-k}$ contain only reduced words; this is no longer so for the modified shuffles for the BMW algebras, the expansions contain similar terms (in a monomial basis, like the one suggested in [21]) and the formulae are not as elegant as for the Hecke algebras.

Formula (66) holds, with the same derivation, for the BMW symmetrizers.

## 4. Spectrum of 1-shuffles

Polynomial identities for the multiplicative (for the Hecke and BMW algebras) and additive (for the Hecke algebras) 1 -shuffles follow, as a by-product, from (66) and (63). We establish the multiplicities of the eigenvalues in this section. The polynomial identity for the additive shuffle was discovered in [33] for the symmetric groups and generalized to the Hecke algebras in [22] with the help of the interpretation of the Hecke algebras in terms of flag manifolds over finite fields. The multiplicities of the eigenvalues of the additive shuffles were obtained in [6] for the symmetric groups. We propose a different approach to the calculation of the multiplicities for the Hecke algebras; our method uses the traces of the operators of the left multiplication by the additive shuffles.

Let $u \in H_{n}(q) \subset H_{m}(q), m \geqslant n$. Denote by $L_{u}$ the operator of the left multiplication by $u, L_{u}: H_{m}(q) \rightarrow H_{m}(q), L_{u}(x):=u x$. We denote by $\operatorname{Tr}_{H_{m}}\left(L_{u}\right)$ the trace of the operator $L_{u}$, considered as the operator on $H_{m}(q)$.
(1) We start with the multiplicative shuffles. Since

$$
\begin{equation*}
{ }^{q} Ш_{1, n} S_{n+1}=[n+1]_{q}!S_{n+1}, \tag{74}
\end{equation*}
$$

we find, multiplying (66) by ( ${ }^{q} \Psi_{1, n}-[n+1]_{q}$ !), the following polynomial identity for the multiplicative shuffle:

$$
\begin{equation*}
\left({ }^{q} Ш_{1, n}\right)^{n}\left({ }^{q} Ш_{1, n}-[n+1]_{q}!\right)=0, \tag{75}
\end{equation*}
$$

which holds for both Hecke and BMW algebras. This is the minimal polynomial, already for the Hecke algebras. It is seen without calculations in the Burau representation [4] of $H_{n+1}$,

$$
\sigma_{j}\left(q^{j}\right) \mapsto[j+1]_{q} \operatorname{Id}_{j-1} \oplus\left(\begin{array}{cc}
q^{-j} & {[j]_{q}}  \tag{76}\\
{[j]_{q}} & q^{j}
\end{array}\right) \oplus[j+1]_{q} \operatorname{Id}_{n-j}
$$

If the minimal polynomial is $t^{i}\left(t-[n+1]_{q}\right.$ !) with $i<n$ (the eigenvalue $[n+1]_{q}$ ! is present due to (74)) then $S_{n+1}$ is proportional to the smaller than $n$ power of ${ }^{4} \Psi_{1, n}$. The matrix of the element $\sigma_{j}\left(q^{j}\right)$ in the Burau representation has only one nonzero entry under the main diagonal, on the intersection of $(j+1)$ st line and $j$ th column. Therefore, the matrix of ${ }^{4} \amalg_{1, n}$ has only one sub-diagonal filled with (possibly) nonzeros. However, the matrix of $S_{n+1}$ is proportional to the Hankel type matrix $A_{j}^{i}:=q^{i+j}$; a smaller than $n$ power of the matrix of ${ }^{q} \amalg_{1, n}$ has zero in the very left entry of the bottom line and cannot be equal to the matrix of $S_{n+1}$.

Thus, the element ${ }^{4} Ш_{1, n}$ is not semi-simple for $n>1$; the semi-simple part of ${ }^{4} \Psi_{1, n}$ is $[n+1]_{q}!S_{n+1}$ and the eigenvalue $[n+1]_{q}$ ! is simple (the rank of the projector $L_{S_{n+1}}$ on $H_{n+1}(q)$ is one, because $\left.S_{n+1} \sigma_{j}=q S_{n+1}, j=1, \ldots, n\right)$.
(2) Similarly, multiplying (63) by ( $Ш_{1, n-1}-q^{1-n}[n]_{q}$ ), we find the following polynomial identity for the additive shuffle:

$$
\begin{equation*}
\left(Ш_{1, n-1}-q^{1-n}[n]_{q}\right) \prod_{j=0}^{n-2}\left(Ш_{1, n-1}-q^{1-j}[j]_{q}\right)=0 . \tag{77}
\end{equation*}
$$

The $q$-numbers $q^{1-j}[j]_{q} \equiv 1+q^{2}+\cdots+q^{2 j-2}, j=1,2, \ldots$, are polynomials in $q$, linearly independent over $\mathbb{Z}$. Therefore, there is a unique integer combination $\sum_{j \in\{1,2, \ldots, n-2, n\}} n_{j} q^{1-j}[j]_{q}, n_{j} \in \mathbb{Z}$, of these $q$-numbers, which is equal to the trace of $L Ш_{1, n-1}$; the coefficients $n_{j}$ in this combination are the multiplicities of the eigenvalues $q^{1-j}[j]_{q}, j>0$. The multiplicity $n_{0}$ of the eigenvalue 0 is fixed by $\sum n_{j}=\operatorname{dim}\left(H_{n}(q)\right) \equiv n!$. Thus, the presence of the parameter $q$ gives a simple way to calculate the multiplicities.

Lemma 1. (i) If $u \in H_{j}$ then

$$
\begin{equation*}
\operatorname{Tr}_{H_{j+1}}\left(L_{u}\right)=\operatorname{Tr}_{H_{j+1}}\left(L_{u^{\wedge 1}}\right)=(j+1) \operatorname{Tr}_{H_{j}}\left(L_{u}\right) . \tag{78}
\end{equation*}
$$

(ii) $\operatorname{Tr}_{H_{j+1}}\left(L_{\sigma_{1} \sigma_{2} \cdots \sigma_{j}}\right)=\left(q-q^{-1}\right) \operatorname{Tr}_{H_{j}}\left(L_{\sigma_{1} \sigma_{2} \cdots \sigma_{j-1}}\right), \quad j>0$.
(iii) $\quad \operatorname{Tr}_{H_{j}}\left(L_{\sigma_{k-l+1} \cdots \sigma_{k-1} \sigma_{k}}\right)=\frac{j!}{(l+1)!}\left(q-q^{-1}\right)^{l}, \quad j>k \geqslant l$.

Proof. Recall that, as a vector space, $H_{j+1}(q) \simeq \oplus_{k=-1}^{j-1} W_{k}$, where $W_{k}$ is the vector space consisting of elements $v \sigma_{j} \sigma_{j-1} \cdots \sigma_{j-k}$ with $v \in H_{j}(q)$ (the word $\sigma_{j} \sigma_{j-1} \cdots \sigma_{j-k}$ is, by definition, empty for $k=-1$ ); each $W_{k}$ is canonically isomorphic to $H_{j}(q)$ as a vector space, the isomorphism is $v \sigma_{j} \sigma_{j-1} \cdots \sigma_{j-k} \mapsto v$. The Hecke versions of the automorphism $\mathfrak{a}$ and the anti-automorphism $\mathfrak{b}$, defined in (6), transform the above decomposition of $H_{j+1}(q)$ into $H_{j+1}(q) \simeq \oplus_{k=-1}^{j-1} W_{k}^{\prime}$, where $W_{k}^{\prime}$ consists of elements $v \sigma_{1} \sigma_{2} \cdots \sigma_{k+1}$ with $v \in H_{j}(q)^{\uparrow 1}$ and $H_{j+1}(q) \simeq \oplus_{k=-1}^{j-1} W_{k}^{\prime \prime}$, where $W_{k}^{\prime \prime}$ consists of elements $\sigma_{j-k} \cdots \sigma_{j-1} \sigma_{j} v$ with $v \in H_{j}(q)$.

The operator $L_{u}$ (respectively, $L_{u{ }^{\dagger 1}}$ ) acts in each of the spaces $W_{k}$ (respectively, $W_{k}^{\prime}$ ) separately and this action commutes with the isomorphisms $W_{k} \simeq H_{j}(q)$ (respectively, $\left.W_{k}^{\prime} \simeq H_{j}(q)^{\uparrow 1}\right)$. This establishes (i).

In fact, it was enough to find the formula for $\operatorname{Tr}_{H_{j+1}}\left(L_{u}\right) ; \operatorname{Tr}_{H_{j+1}}\left(L_{u}\right)=\operatorname{Tr}_{H_{j+1}}\left(L_{u^{\uparrow 1}}\right)$ because $u^{\uparrow 1}$ is conjugate to $u, \sigma_{1} \cdots \sigma_{j} u=u^{\uparrow 1} \sigma_{1} \cdots \sigma_{j}$, for $u \in H_{j}(q)$.
(ii) Given a basis $\left\{e_{\alpha}\right\}$ of a vector space $U$ we say that the vector $e_{\alpha}$ (from the basis) does not contribute to the trace of an operator $X: U \rightarrow U$ if $X_{\alpha}^{\alpha}=0$ (no summation), where $X_{\alpha}^{\beta}$ is the matrix of $X$ in the basis $\left\{e_{\alpha}\right\}$.

We use the decomposition $H_{j+1}(q) \simeq \oplus_{k=-1}^{n-1} W_{k}^{\prime \prime}$. The operator $L_{\sigma_{1} \sigma_{2} \cdots \sigma_{j}}$ maps $W_{-1}^{\prime \prime}$ to $W_{j-1}^{\prime \prime}$, so vectors from $W_{-1}^{\prime \prime}$ do not contribute to the trace of $L_{\sigma_{1} \sigma_{2} \cdots \sigma_{j}}$. For $0 \leqslant k<j$,

$$
\begin{align*}
\left(\sigma_{1} \cdots \sigma_{j}\right) & \left(\sigma_{j-k} \cdots \sigma_{j-1} \cdot \sigma_{j}\right) v=\left(\sigma_{j-k+1} \cdots \sigma_{j}\right)\left(\sigma_{1} \cdots \sigma_{j}\right) \sigma_{j} v \\
& =\left(\sigma_{j-k+1} \cdots \sigma_{j}\right)\left(\sigma_{1} \cdots \sigma_{j-1}\right)\left(\left(q-q^{-1}\right) \sigma_{j}+1\right) v \\
& =\left(q-q^{-1}\right)\left(\sigma_{j-k+1} \cdots \sigma_{j}\right)\left(\sigma_{1} \cdots \sigma_{j}\right) v+\left(\sigma_{j-k+1} \cdots \sigma_{j}\right)\left(\sigma_{1} \cdots \sigma_{j-1}\right) v \\
& =\left(q-q^{-1}\right)\left(\sigma_{1} \cdots \sigma_{j}\right)\left(\sigma_{j-k} \cdots \sigma_{j-1}\right) v+\left(\sigma_{j-k+1} \cdots \sigma_{j}\right)\left(\sigma_{1} \cdots \sigma_{j-1}\right) v \tag{81}
\end{align*}
$$

the operator $L_{\sigma_{1} \sigma_{2} \cdots \sigma_{j}}$ maps $W_{k}^{\prime \prime}$ to $W_{j-1}^{\prime \prime} \oplus W_{k-1}^{\prime \prime}$. Therefore, vectors from $W_{k}^{\prime \prime}$ do not contribute to the trace of $L_{\sigma_{1} \sigma_{2} \ldots \sigma_{j}}$ for $k<j-1$. For $k=j-1$, the component $L_{\sigma_{1} \sigma_{2} \cdots \sigma_{j}}^{\diamond}$ of the operator $L_{\sigma_{1} \sigma_{2} \ldots \sigma_{j}}$, which maps $W_{j-1}^{\prime \prime}$ to $W_{j-1}^{\prime \prime}$, may have a nonzero trace. This component reads, by (81),

$$
L_{\sigma_{1} \sigma_{2} \cdots \sigma_{j}}^{\diamond}\left(\sigma_{1} \cdots \sigma_{j} v\right)=\left(q-q^{-1}\right) \sigma_{1} \cdots \sigma_{j} L_{\sigma_{1} \sigma_{2} \cdots \sigma_{j-1}}(v),
$$

and the assertion (ii) follows.
(iii) Follows from (i) and (ii).

By (80), the trace of the operator $L_{\amalg_{1, n-1}}$ is

$$
\begin{equation*}
\operatorname{Tr}_{H_{n}}\left(L_{Ш_{1, n-1}}\right)=\sum_{i=0}^{n-1} \frac{n!}{(i+1)!}\left(q^{2}-1\right)^{i} \tag{82}
\end{equation*}
$$

For the symmetric group $\mathbb{S}_{n}$, the multiplicity of the eigenvalue $j$ of $L_{Ш_{1, n-1}}$ is the number of permutations in $\mathbb{S}_{n}$ with exactly $j$ fixed points [6]. Recall that the derangement number $d_{n}$ (the number of permutations in $\mathbb{S}_{n}$ without fixed points) is

$$
\begin{equation*}
d_{n}=n!\sum_{i=0}^{n} \frac{(-1)^{i}}{i!} \tag{83}
\end{equation*}
$$

and the number $d_{n, j}$ of permutations in $\mathbb{S}_{n}$ with exactly $j$ fixed points is

$$
\begin{equation*}
d_{n, j}=\binom{n}{j} d_{n-j} \equiv \frac{n!}{j!} \sum_{i=0}^{n-j} \frac{(-1)^{i}}{i!} \tag{84}
\end{equation*}
$$

For generic $q$, the multiplicities of the eigenvalues of $L_{\amalg_{1, n-1}}$ are the same as for the symmetric group. By construction, $\sum_{j=0}^{n} d_{n, j}=n$ !. Thus, to rederive the multiplicities we have only to check that $\sum_{j=0}^{n} d_{n, j} q^{1-j}[j]_{q}=\operatorname{Tr}_{H_{n}}\left(L_{Ш_{1, n-1}}\right)$, or, explicitly,

$$
\begin{equation*}
\sum_{j=0}^{n} \frac{n!}{j!} \sum_{k=0}^{n-j} \frac{(-1)^{k}}{k!} q^{1-j}[j]_{q}=\sum_{i=0}^{n-1} \frac{n!}{(i+1)!}\left(q^{2}-1\right)^{i} \tag{85}
\end{equation*}
$$

It is straightforward to verify that both left- and right-hand sides satisfy the same recurrency relation in $n$

$$
\begin{equation*}
f_{n+1}=(n+1) f_{n}+\left(q^{2}-1\right)^{n} \tag{86}
\end{equation*}
$$

with the same initial condition $f_{0}=0$, and thereby coincide.

## Acknowledgments

The work of A P Isaev was partially supported by the grants RFBR 08-0100392-a, RFBRCNRS 07-02-92166-a and RF President Grant N.Sh. 195.2008.2; the work of O V Ogievetsky was partially supported by the ANR project GIMP no ANR-05-BLAN-0029-01.

## References

[1] Andruskiewitsch N and Schneider H-J 2002 Pointed Hopf algebras New directions in Hopf Algebras, MSRI Publications vol 43 (Cambridge: Cambridge University Press) 1 (arXiv: math/0110136)
[2] Birman J S and Wenzl H 1989 Braids, link polynomials and a new algebra Trans. Am. Math. Soc. 313249
[3] Bowman D and Bradley D M 2002 The algebra and combinatorics of shuffles and multiple zeta values J. Comb. Theory A 9743 (arXiv: math/0310082)
[4] Burau W 1935 Über Zopfgruppen und gleichsinnig verdrillte Verkettungen Abh. Math. Semin. Hamburg Univ. 11179
[5] Dehornoy P 1994 Braid groups and left distributive operations Trans. Am. Math. Soc. 345115
[6] Diaconis P, Fill J A and Pitman J 1992 Analysis of top to random shuffles Comb. Probab. Comput. 1135
[7] Fiore G 2004 Quantum group covariant (anti)symmetrizers, $\epsilon$-tensors, vielbein, Hodge map and Laplacian J. Phys. A: Math. Gen. 379175 (arXiv: math.QA/0405096)
[8] Gorbounov V G, Isaev A P and Ogievetsky O V 2004 BRST operator for quantum Lie algebras: relation to bar complex Theor. Math. Phys. 139473 (arXiv: math. 0711.4133 [math.QA])
[9] Grapperon T and Ogievetsky O V Braidings of tensor spaces CPT-P03-2008
[10] Gurevich D I 1990 Algebraic aspects of the quantum Yang-Baxter equation Algebra Analiz 2119
Gurevich D I 1991 Algebraic aspects of the quantum Yang-Baxter equation Leningrad Math. J. 2801 (Engl. Transl.)
[11] Hadjiivanov L K, Isaev A P, Ogievetsky O V, Pyatov P N and Todorov I T 1999 Hecke algebraic properties of dynamical R-matrices: application to related quantum matrix algebras J. Math. Phys. $\mathbf{4 0} 427$ (arXiv: q-alg/9712026)
[12] Heckenberger I and Schüler A 1999 Symmetrizer and antisymmetrizer of the Birman-Wenzl-Murakami algebras Lett. Math. Phys. 5045 (arXiv: math.QA/0002170)
[13] Isaev A P 1995 Quantum groups and Yang-Baxter equations Sov. J. Part. Nucl. 26501
[14] Isaev A P and Ogievetsky O V 2001 On quantization of $r$ matrices for Belavin-Drinfeld triples Yad. Fiz. 64 2216 (arXiv:math/0010190)
Isaev A P and Ogievetsky O V 2001 On quantization of $r$ matrices for Belavin-Drinfeld triples Phys. At. Nuclei 642126 (Engl. Transl.)
[15] Isaev A P and Ogievetsky O V 2004 BRST operator for quantum Lie algebras: explicit formula Int. J. Mod. Phys. A 19240 (Suppl.)
[16] Jimbo M 1986 Quantum $R$ matrix for the generalized Toda system Commun. Math. Phys. 102537
[17] Jimbo M 1986 A q-analogue of $U_{q}(g l(N+1))$, Hecke algebra and the Yang-Baxter equation Lett. Math. Phys. 11247
[18] Jones V F R 1983 Index for subfactors Invent. Math. 721
[19] Jones V F R 1987 Hecke algebra representations of braid groups and link polynomials Ann. Math. 126335
[20] Jones V F R 1989 On a certain value of the Kauffman polynomial Commun. Math. Phys. 125459
[21] Kerov S V 1992 Characters of Hecke and Birman-Wenzl Algebras (Lecture Notes in Math. vol 1510) (Berlin: Springer) p 335
[22] Lusztig G 2006 A $q$-analogue of an identity of N Wallach Studies in Lie Theory (Progr. Math. vol 243) (Boston: Birkhäuser) p 405 (arXiv:math/0311158)
[23] Matsumoto H 1964 Générateurs et relations des groupes de Weyl généralisés C. R. Acad. Sci. Paris 2583419
[24] Murakami J 1987 The Kauffman polynomial of links and representation theory Osaka J. Math. 24745
[25] Murakami J 1989 Solvable lattice models and algebras of face operators Adv. Stud. Pure Math. 19399
[26] Nichols W D 1978 Bialgebras of type one Commun. Algebra 61521
[27] Ogievetsky O V 2002 Uses of quantum spaces Quantum Symmetries in Theoretical Physics and Mathematics (Contemp. Math. vol 294) (Providence, RI: American Mathematical Society) p 161
[28] Ogievetsky O and Pyatov P 2005 Orthogonal and symplectic quantum matrix algebras and Cayley-Hamilton theorem for them arXiv:math.QA/0511618
[29] Ree R 1958 Lie elements and an algebra associated with shuffles Ann. Math. 68210
[30] Rosso M 1998 Quantum groups and quantum shuffles Invent. Math. 133399
[31] Tuba I and Wenzl H 2005 On braided tensor categories of type BCD J. Reine Angew. Math. 58131 (arXiv: math.QA/0301142)
[32] Wenzl H 1987 On sequences of projections C. R. Math. Rep. Acad. Sci. Canada 95
[33] Wallach N R 1988 Lie algebra cohomology and holomorphic continuation of generalized Jacquet integrals Representations of Lie Groups (Kyoto, Hiroshima, 1986) Adv. Stud. Pure Math. 14123 (Boston, MA: Academic)
[34] Woronowicz S L 1989 Differential calculus on compact matrix pseudogroups (quantum groups) Commun. Math. Phys. 122125
[35] Zamolodchikov A B and Zamolodchikov Al B 1978 Relativistic factorized $S$-matrix in two dimensions having $O(N)$ isotopic symmetry Nucl. Phys. B 133525


[^0]:    ${ }^{4}$ On leave of absence from P N Lebedev Physical Institute, Leninsky Pr 53, 117924 Moscow, Russia.

    * Dedicated to the memory of Aleosha Zamolodchikov.

